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Abstract Epistemic modal predicate logic raises conceptual problems not faced in
the case of alethic modal predicate logic: Frege’s “Hesperus-Phosphorus” problem—
how to make sense of ascribing to agents ignorance of necessarily true identity
statements—and the related “Hintikka-Kripke” problem—how to set up a logical
system combining epistemic and alethic modalities, as well as others problems,
such as Quine’s “Double Vision” problem and problems of self-knowledge. In this
paper, we lay out a philosophical approach to epistemic predicate logic, imple-
mented formally in Melvin Fitting’s First-Order Intensional Logic, that we argue
solves these and other conceptual problems. Topics covered include: Quine on the
“collapse” of modal distinctions; the rigidity of names; belief reports and unarticu-
lated constituents; epistemic roles; counterfactual attitudes; representational vs. in-
terpretational semantics; ignorance of co-reference vs. ignorance of identity; two-
dimensional epistemic models; quantification into epistemic contexts; and an ap-
proach to multi-agent epistemic logic based on centered worlds and hybrid logic.

1 Introduction

In Modal Logic for Open Minds, Johan van Benthem (2010b) remarks on the step
from modal propositional logic to modal predicate logic: ““it is important to perform
this extension also from a practical point of view. Knowing objects like persons,
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telephone numbers, or even rules and methods is crucial to natural language and
human agency” (124). Indeed, talking about such knowledge, as well as beliefs and
other cognitive attitudes, is also crucial. In ordinary discourse, we freely combine
talk about attitudes with predication, quantification, modals, tense, and other con-
structions. Here are some examples, not all of which are exactly pieces of ordinary
discourse, but all of which seem readily intelligible, together with straightforward
formalizations—formalizations that we argue below won’t quite do:

(1) Elwood believes that JvB wrote Modal Logic for Open Minds.
(1y) BeW(j,m)

(2) There is someone who Elwood believes wrote MLOM.

(2¢) IxB, W (x,m)

(3) There is a book that Elwood believes JvB wrote.

(3y) Iy(Bk(y) NB.W(j,y))
(4) Elwood believes that JvB is J.F.A.K. van Benthem.

(47) Bej=Jj
(5) Elwood believes that JvB couldn’t have been a computer, but could have
been a computer scientist.

(5f) Be(=0C(j) ANOCS(J))
(6) There is someone who Elwood believes couldn’t have been a computer, but
could have been a computer scientist.

(67) B (—OC(x) NOCS(x))

Syntactically, these formalizations combine predicates, variables, names, iden-
tity, quantifiers, alethic modal operators, and epistemic modal operators. The progress
of logic has involved seeing how to build on the semantics for earlier items on the list
to treat items later on the list. In this paper, we will consider to what extent the ad-
dition of epistemic operators requires departing from the semantics that works well
for the previous items on the list—or whether we can get away with the following.

Conservative Approach: add epistemic modal operators with minimal depar-
tures from a base semantics for alethic modal predicate logic, e.g., without
changing the semantics of singular terms or the nature of possible worlds.>

There is a difficulty with the Conservative Approach, however, which we will call
the problem of the cognitive fix. This difficulty has led a number of writers to aban-
don the Conservative Approach. Some have concluded that the “possible worlds”

2 We do not mean to suggest that there is a consensus on the proper semantics for alethic modal
predicate logic. What we have in mind here is the standard development of Kripke-style semantics
for modal predicate logic (see, e.g., Braiiner and Ghilardi 2006). To the extent that we support
the Conservative Approach so understood, one might expect that epistemic operators could be
smoothly introduced into alethic modal predicate logic developed in other ways as well. As an-
other point of qualification, we are not arguing for conservativeness with respect to the question of
relational vs. neighborhood semantics for epistemic logic (see Arl6-Costa and Pacuit 2006).
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needed for epistemic logic differ from those needed for alethic modal logic. Some
have concluded that names cannot be treated as “rigid designators” in epistemic
logic, as they are in alethic modal logic. Some have supposed that the individuals
we talk about in epistemic logic are not quite the same as the ones we talk about in
alethic modal logic. In this essay, however, we defend the Conservative Approach.

In §2 we discuss the problem of the cognitive fix, its history, and how we pro-
pose to handle it. After introducing the formal framework in §3, in §4 we show
how our approach resolves a related problem, the so-called Hintikka-Kripke Prob-
lem (Lehmann, 1978; Linsky, 1979; Barnes, 1976) for combined alethic-epistemic
modal logic. In §5 we show how we deal with quantification into epistemic contexts,
and in §6 we extend the framework to multi-agent epistemic logic. Finally, in §7 we
conclude with a speculation about how our semantics for static epistemic predicate
logic may lead to new directions in dynamic epistemic predicate logic.

In recent years, there has been a wealth of applications of epistemic logic, mostly
using propositional languages. While many applications do not need the bells and
whistles of variables and quantifiers, others do. This is the point in the quote above
from van Benthem, who in addition to doing pioneering work in modal propositional
logic has made notable contributions to modal predicate logic (van Benthem, 1985,
1993, 2010a). As he explains at the end of the chapter on Epistemic Logic in Modal
Logic for Open Minds, “extending our whole framework to the predicate-logical
case is a task that mostly still needs to be done—and who knows, it may be done
by you!” (144). This is the kind of encouragement from Johan that has launched
so many research projects. While we don’t pretend to have completed the task, we
hope that something here will spark ideas in Johan that will lead to further progress.

2 The Problem of the Cognitive Fix

Although the problems to be dealt with in this paper fall under the province of both
linguists and philosophers, our project is one of philosophical logic, not natural lan-
guage semantics or pragmatics. One of the projects of the philosophical logician
is to design formal languages that are unambiguous, clear, and explicit, but that
can also capture important kinds of claims about the world expressible in natural
language—and that do so in philosophically illuminating ways. Our question in this
paper is whether the philosophical logician can design such a language to formal-
ize a class of claims of special interest to philosophers and epistemologists: claims
about what agents believe and know. One of the chief obstacles to such a formal
analysis, the problem of the cognitive fix, dates back to at least Frege and Russell.
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2.1 Frege, Russell and the Problem of the Cognitive Fix

In their development of ideas and options for the foundations of first-order logic,
Frege and Russell were not much concerned about necessity and possibility, what we
will call the alethic modalities. But they were motivated by puzzles about the way
names, variables, and identity work in the context of discourse about knowledge
and belief, what we will call the epistemic modalities. How does the “cognitive
significance” of ‘a = a’ differ from that of ‘a = b’? How can George IV know that
the author of Waverley wrote Waverley, yet be ignorant of the fact that Scott wrote
Waverley, given that Scott is the author of Waverley? It seems that an agent can know
or believe something about an individual, thought about in one way, or, as we shall
say, relative to one “cognitive fix,” while not believing the same thing of the same
individual—and perhaps even believing the opposite—relative to another cognitive
fix.? These differing cognitive fixes seem to enter into the truth-conditions of reports
about what people know and believe. For example, consider:

(7) Elwood believes that the author of De Natura Deorum was a Roman.
(8) Elwood believes that the author of De Fato was a Roman.

It seems that (7) might be true, while (8) is false, in spite of the fact that Cicero
authored both of the works mentioned. In “On Sense and Reference,” Frege (1892)
treated the problem with his theory of indirect reference: in epistemic contexts such
as these, the embedded sentence and its parts do not have their customary reference,
but rather refer to their customary sense. Hence (7) and (8) do not really report a
relation between Elwood and Cicero, the person designated by the descriptions.

In “On Denoting” Russell (1905) used his theory of descriptions to reach a simi-
lar conclusion. For example, (7) is rendered as follows, using intuitive abbreviations:

(9) B, 3x(Au(x,DeN) AVy(Au(y,DeN) — x =y) A Rom(x)).

With Russell’s treatment, as with Frege’s, (7) and (8) contain no reference to Ci-
cero when properly understood. Since there is no reference to Cicero, we cannot
substitute the apparently co-referring descriptions; for they do not actually co-refer.
On Russell’s account, the descriptions both denote Cicero. However, sameness of
denotation does not support substitution of terms salva veritate in general, but only
in “extensional” contexts, unlike belief contexts. Although their philosophical tools
were quite different, it is generally agreed that Frege and Russell were recogniz-
ing a real phenomenon. At least on one permissible reading, the de dicto reading,
statements like (7) and (8) do not report relations between Elwood and Cicero, and
substitution of the singular terms that designate Cicero may fail to preserve truth.

Russell, however, also allowed a second reading of these sentences, where the
quantifier takes wide scope:

(10) Ix(Au(x,DeN) AVy(Au(y,DeN) — x =y) A B, Rom(x)).

3 Wettstein (1988) uses ‘cognitive fix’ in a more demanding sense, requiring not merely a way of
thinking about an object, but also accurate beliefs about what distinguishes the object from others.
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On this reading, (7) and (8) assert a relation between Elwood and Cicero, and the
substitution of the descriptions will preserve truth. The reading Russell is getting at
here, the de re reading, has also been widely, but not universally, recognized. In a
de re belief report, a relation is asserted between the believer and the object about
which she has a belief, and substitution of co-designative terms preserves truth.
The de re reading seems natural when names are used rather than descriptions:

(11) Elwood believes that Cicero was a Roman.
(12) Elwood believes that Tully was a Roman.

However, it is not at all obvious that this is correct. Names like ‘Cicero’ and ‘Tully’
give rise to the problem with which Frege begins “On Sense and Reference” (1892).
The statement ‘Cicero = Cicero’ seems trivial, while the statement ‘Cicero = Tully’
contains valuable information; they have different cognitive significance. If Elwood
is a rather desultory student, who has heard of Cicero in Philosophy class, where
he was not identified as a Roman, and has heard of Tully in Classics, where he was
clearly identified as a Roman, then Elwood might not know that Cicero was Tully.
For him, ‘Cicero = Tully’ might contain just the information he will need on his
midterm. Before he gets it, it seems that (11) might be false, while (12) is true.

Frege is usually understood to have treated names as having senses that pick
out their referents by conditions they uniquely fulfill, what Carnap (1947) was to
call “individual concepts.” So for Frege names behave like descriptions in epistemic
contexts, referring to their customary senses. In a perfect language, the sense of a
proper name would be established by the rules of the language. But Frege realized
that for ordinary proper names this may not be so; the relevant sense may be clear
from context, perhaps constructed from the speaker’s beliefs or generally accepted
beliefs about the object. It is the sense of the proper name, not the individual picked
out, that individuates the proposition referred to by the that-clause in a belief report;
thus, Frege does not allow for de re belief ascriptions in any straightforward way.

Russell thought that statements like (11) and (12) would report de re beliefs, so
long as ‘Cicero’ and ‘Tully’ were taken to be “logically proper names.” As his views
developed, however, he came to doubt that any ordinary names were logically proper
names. To assign a logically proper name, he thought, we have to be acquainted
with the thing named, and he came to think that we are acquainted only with our
own sense data, the properties and relations that obtain among our sense data, and
perhaps our selves. All our beliefs about ordinary objects are de dicto; such objects
are not known by acquaintance but only by description (Russell, 1911). For Russell,
there are de re beliefs, but not about tables and chairs and other people.*

Thus, neither Frege nor Russell would countenance the formalizations (1 f) - (6f)
of (1) - (6).

4 It seems that this leaves Russell without a solution to the problem of the cognitive fix, relative to
logically proper names. For a discussion of this issue, see Wishon 2014.
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2.2 Quine on the Collapse of Modal Distinctions

Perhaps 1953 was the nadir of modal logic in philosophy. Quine argued in his “Three
Grades of Modal Involvement” (1953) that the whole enterprise was based on a
mistake. His argument basically transfers the problem of the cognitive fix from the
epistemic realm to the alethic, concluding that if we must have alethic modalities,
they should be limited to the de dicto, without quantification into alethic contexts.

Granting—only for the sake of argument—that analyticity made sense, Quine
could understand necessity and possibility as properties of sentences, being analytic
and being synthetic. If we think it is analytic, and hence necessary, that philosophers
are thoughtful, and we are thoughtful philosophers, we should express this as

(13) ‘Philosophers are thoughtful’ is necessary.

That’s the “first grade” of modal involvement: modality expressed as predicates
of sentences. The second grade of modal involvement, to which less thoughtful
philosophers sink, blurs the use-mention distinction; they say things like:

(14) Necessarily, the heaviest philosopher in the room is thoughtful;
(15) Possibly, the heaviest object in the room is thoughtful;

or, in logical symbols:

(16) O(the heaviest philosopher in the room is thoughtful);
(17) O(the heaviest object in the room is thoughtful).

If we restrict the aspiring modal logician to statements like this, we will have al-
lowed her what we might think of as de dicto alethic modality. The modal operator
blocks the ordinary interpretation of the material inside, much like quotation would.

Nothing in the theory of necessity as analyticity allows us to make sense of the
third grade of modal involvement, that is, de re alethic modality, as would be re-
quired to make sense of “quantifying in”:

(18) dx[O(x is thoughtful).

And in fact, Quine thinks that this makes no sense, at least if we retain an orthodox
interpretation of predication, identity, names, variables, and quantifiers.

The basic problem with the move to (18), Quine thought, is that it requires the
aspiring modal logician to give unequal treatment to singular and general terms.
Surely she must insist on extensional opacity: “Russell was a human” can be nec-
essary, while “Russell was a featherless biped” is contingent, even if actually all
and only humans are featherless bipeds. How we designate a class is crucial for the
modal status of a sentence. But to make sense of quantification into modal contexts,
the modal logician must maintain that it makes sense for an open sentence like

(19) O(x is thoughtful)
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to be true of an object absolutely, not relative to some description or other. For the
alethic modalities at least, she must insist that how we designate individuals doesn’t
matter. She should, then, accept referential transparency and substitutivity:

If t and ¢’ are co-designative singular terms, substitution of ¢ for ¢’ preserves
truth, even in alethic modal contexts.

But combining extensional opacity and referential transparency won’t work, or so

Quine maintained. He used a version of what is now called “the slingshot” to argue

that if we accept both doctrines, then the modalities “collapse”: all sentences with

the same truth value have the same modal status—all necessary or all contingent.
Assume that

(A) van Benthem is a human.
(D) van Benthem is a logician.

are both true, but (A) is necessary while (D) is contingent. So (A) and (D) have
different modal statuses. Then it seems we should grant that (B) has the same modal
status as (A), and (C) has the same modal status as (D):

(B) {x|x=0 & van Benthem is a human} = {0}.
(C) {x|x=0 & van Benthem is a logician} = {0}.

The only way (B) could be false is if van Benthem were not a human. Assuming (A)
is necessary, that’s impossible, so (B) must also be necessary. It’s sufficient for (C)
to be false that van Benthem not be a logician. Assuming (D) is contingent, that’s
indeed possible, so (C) must also be contingent. But note that (B) and (C) differ
only in that co-referential expressions are substituted one for the other on the left
side of the identity sign. So by substitutivity, the sentences that result from prefixing
‘Necessarily’ to (B) and (C) must have the same truth value, i.e., (B) and (C) must
have the same modal status, and hence so must (A) and (D). The modalities collapse.

Fgllesdal (1961) identified a flaw in Quine’s argument.’> The aspiring modal lo-
gician need not claim that all co-referential singular terms are intersubstitutable in
alethic modal contexts, only that some are; and the step from (B) to (C) will only
work if the class abstracts on the left sides of the identity signs are among them.

What would make a class of singular terms such that co-referential terms in the
class are always substitutable for each other in alethic modal contexts? It would be
so if each term is a rigid designator in Kripke’s (1980) sense, designating the same
object in every possible world (where the object exists). But we can also explain
why it would be so in a more general way. Consider the following:

(20) H(Cicero);
(21) OH (Cicero).

The standard semantics for (20) tells us that it is true if and only if the open sentence
‘H(x)’ is true of the individual designated by ‘Cicero’, whether ‘Cicero’ is treated
as a hidden description or a logically proper name. Let us say that if ‘Cicero’ is a

> See Perry 2013 for a fuller account of the slingshot and Fgllesdal’s treatment of it.
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modally loyal term, then the semantics for (21) is such that (21) is true iff the open
sentence ‘TJH (x)’ is true of that same individual. The same goes for (JH (Tully), as-
suming ‘“Tully’ is also a modally loyal term designating the same individual. And an
analogous point holds for any other sequence of [(I’s and ¢’s applied to H(Cicero).
To have the desired loyalty, the individual supplied for each sentence needs to be
the same; and no further conditions that can vary with co-referential terms can be
brought into the truth-conditions for sentences that are formed by adding operators.

There are at least two ways terms can be modally loyal. Fgllesdal’s (1961) “gen-
uine names” are loyal because they are not hidden descriptions or some other com-
plex names built up from general terms with descriptive content. Kripke (1980)
argued that ordinary names, like ‘Cicero’ and ‘Tully’, are genuine in this sense.

A second source of loyalty, which could be called sequestering, can be illustrated
by Kaplan’s (1989) operator ‘Dthat’. ‘Dthat’ converts descriptions into what Kaplan
calls “terms of direct reference.” On a standard theory of descriptions, ‘the ¢’ de-
notes the unique object, if there is one, that is ¢. According to Kaplan, the singular
term ‘Dthat(the @)’ directly refers to the object denoted by ‘the ¢’. Whatever may
be suggested by ‘directly’, the cash value in alethic modal contexts is this: it is the
object denoted by ‘the ¢’ that needs to satisfy the open sentence that results from
replacing all ocurences of ‘Dthat(the ¢ )’ in the original sentence by the same vari-
able; and this is all that ‘Dthat(the ¢)’ makes available; in particular, the relevance
of the condition of being a ¢ is exhausted in determining the reference and plays no
further role in the semantics of modal sentences in which ‘Dthat(the ¢)’ occurs.

Genuine names and sequestered descriptions suggest a solution to Quine’s argu-
ment. Substitutivity holds for some singular terms, but not all. The class abstracts at
the beginning of (B) and (C) are not among the singular terms for which substitu-
tivity holds. The class abstracts are not genuine names or sequestered descriptions,
but rather complex names whose semantics is based on that of general terms.®

® What if we amend (B) and (C) so that they begin with sequestered terms? Extending ‘Dthat’ to
class abstracts, we have:

(A) van Benthem is a human.

(B’) Dthat({x | x =0 & van Benthem is a human}) = {0}.
(C') Dthat({x | x =0 & van Benthem is a logician}) = {0}.
(D) van Benthem is a logician.

Could Quine still argue that (A) and (B’), and (C’) and (D), have the same modal status? (D) is
clearly contingent; the multi-talented van Benthem could have been a computer scientist. Is (C)
contingent? The result of applying Dthat to a description or class abstract is supposed to be a rigid
designator, or more generally, a modally loyal term in the sense defined above. Thus, evaluating

ODthat({x | x = 0 & van Benthem is a logician}) = {0}

amounts to checking for every possible world whether ‘y = {@}” is true there, where y is assigned
the object that is designated by ‘Dthat({x | x = 0 & van Benthem is a logician})’ in the actual
world (or the world of the context of utterance). Since the object designated by ‘Dthat({x | x =0 &
van Benthem is a logician})’ in the actual world is {0}, the check succeeds, so (C') is necessary.
Hence (C') and (D) do not have the same modal status; so the modalities do not collapse.
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2.3 Names in Epistemic Logic

While it no doubt remains for alethic modal logic to reach its zenith, Quine’s at-
tempts to undermine it are but a dim memory of older philosophers. Modally loyal
names are ubiquitous, both syntactically simple genuine names, functioning basi-
cally like variables except with reference fixed in the Lexicon,” and complex but
sequestered singular terms, as in Kaplan’s (1989) Demonstratives.

It is widely held, however, that modally loyal names, understood as they are
in alethic logic, do not work for epistemic logic. Alethic modal logic can perhaps
ignore the problem of the cognitive fix. But cognition is the stuff that reports of
belief and knowledge seem to be about, and the problem won’t go away.

The problem is perhaps clearer in the case of sequestered terms than in that of
genuine names. The beliefs that might motivate a competent speaker to say or write

(22) Dthat(the author of Satan in the Suburbs) resigned from UCLA.
might differ from the beliefs that would motivate him to say or write
(23) Dthat(the author of Marriage and Morals) resigned from UCLA.

Someone might be in a position to sincerely and confidently utter the second, with-
out having any idea about the first. The features of sequestering that allow the aspir-
ing alethic modal logician to evade Quine’s argument do not seem to automatically
help the aspiring epistemic logician with the problem of the cognitive fix.

Even with genuine names, the problem of the cognitive fix doesn’t go away.
When we are talking about Cicero’s modal properties, it doesn’t seem to matter
whether we call him ‘Cicero’ or “Tully’. But as we saw above, it seems to matter a
lot when we are talking about what people know and believe.

The apparent mismatch between the alethic and epistemic modalities comes out
in the contrast between the following:

(24) If it is necessary that Tully was a Roman, then it is necessary that Cicero
was a Roman.

(24) ORom(Tully) — ORom(Cicero)

(25) If Elwood believes that Tully was a Roman, then Elwood believes that Ci-
cero was a Roman.

(25¢) B.Rom(Tully) — B,Rom(Cicero)

Under the standard interpretation of alethic modality, (24)/(24¢) is valid. If Tully
was a Roman in every possible world, then so was Cicero. But intuitively, (25) is
not valid. Perhaps Tully is a Roman in every world compatible with what Elwood
believes, for Elwood realizes that Tully was a Roman. But if he doesn’t believe
that Tully is Cicero, and doesn’t believe that Cicero was a Roman, it seems there

7 In what follows we consider approaches that assimilate proper names in natural language to
constants in a formal modal language. We do not have room to discuss alternative approaches, e.g.,
that assimilate names to predicates (Burge, 1973) or variables (Cumming, 2008).
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are worlds, compatible with what he believes, in which Cicero isn’t a Roman. But
Cicero is Tully. So how can (25) be false? There are two main schools of thought.

One approach is to deny the disanalogy between (24) and (25) and claim that
(25) is also valid. If Elwood believes that Tully was a Roman, then he believes that
Cicero was too. Epistemic contexts are transparent for names. According to a view
in the philosophy of language that we will call the the Heroic Pragmatic theory,?
if one says, “Elwood believes that Tully was a Roman, but Elwood doesn’t believe
that Cicero was a Roman,” then one says something false. But one may nevertheless
convey something true; the choice of ‘Tully’ for the first clause and ‘Cicero’ for the
second may convey a Gricean implicature that is true, namely that Elwood wouldn’t
use the name ‘Cicero’ to express his belief. By denying the disanalogy between
(24) and (25), the Heroic Pragmatist supports the Conservative Approach of §1 for
extending alethic to epistemic modal logic, but we think at too high an intuitive cost.

The other approach, more common among philosophical logicians, accepts the
intuitive disanalogy between (24) and (25), and rejects the Conservative Approach.
While the syntax of epistemic modal logic may parallel that of alethic modal logic,
as (25y) parallels (24), the semantics cannot. According to the second approach,
although ‘Cicero = Tully’ is true in all possible worlds, in order to invalidate (25 )
we must allow ‘Cicero = Tully’ to be false in some doxastic possibility. We will call
this the Special Semantics theory, since it claims that we must modify our semantics
when we move from alethic to epistemic modal logic. Some explain this by claiming
that in epistemic contexts, names are not rigid designators (see §4.1). Others explain
it by a difference between doxastic/epistemic possibilities and possible worlds.

Both approaches accept an assumption that we reject about how the philosophical
logician should translate natural language reports into the modal language.

Complement = Operand Hypothesis: in epistemic logic, as in alethic modal
logic, the formula to which the modal operator is applied—the operand—is the
formalization of the sentence embedded in the ‘that’-clause—the complement
sentence—in the natural language belief/knowledge ascription.

Consider the relation between (24) and (24 ). To form the antecedent of the latter,
we attach the alethic operator ‘L)’ to the formalization of the sentence embedded in
the that-clause of the former, ‘Tully was a Roman’: CJRom(Tully); similarly with the
consequent. This is a natural step, and goes with thinking of ‘L]’ as being basically
a translation of the natural language phrase ‘it is necessary that’ (or ‘necessarily’).

It is then natural to follow the same procedure with epistemic operators, as we
did in going from (25) to (255). But in doing so, we build in an assumption that is
not part of the formal framework of modal logic. In doing epistemic modal logic, we
want to use the apparatus of modal logic to analyze belief reports. It does not follow
that the sentence operated upon, in the analysis, needs to be the same as the sentence
embedded in the ‘that’-clause in the natural language ascription. This assumption,
though natural, is on our view incorrect. This assumption, which one can think of as
a form of syntactic conservatism, has to be rejected in order to maintain, in a way
that takes account of intuitions, our approach of semantic conservatism.

8 See, for example, Barwise and Perry 1983 and Soames 1989.
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The reason is that natural language reports of belief and knowledge are not fully
explicit. On our view, they are not only about objects, but also about the cognitive
fixes via which those objects are cognized. One can represent such cognitive fixes
with bits of language (names or definite descriptions), mental particulars (ideas or
notions), or entities to which these somehow correspond. Frege’s Sinne and Carnap’s
individual concepts are examples of the latter. This is the course we follow. But the
entities we choose are what we call agent-relative roles (cf. Perry 2009).

We assume only that in every case of cognition about an object, there is some
relation that holds between the cognizer and the object—the object plays some role
vis-a-vis the cognizer—in virtue of which this is the object cognized. Carnap’s indi-
vidual concepts are supposed to provide the same way of thinking about the object
for any agent. But in the general case, this requirement is too strong.

Here is a variation of an example from Quine (1956) that makes this clear.

Suppose Ralph knows that the shortest spy is a spy. It doesn’t seem that this
would make the FBI interested in him. But there is a stronger condition that would
make the FBI interested, which we could express by saying: there is someone Ralph
knows to be a spy, or, to make the structure a bit more explicit, there is someone such
that Ralph knows that ke is a spy. But surely we can’t say that just because Ralph
knows that the shortest spy is a spy, because anyone who knows English knows that.

Suppose that Ralph sees his neighbor Ortcutt on the beach, but doesn’t recognize
him (so he wouldn’t say “that man is Ortcutt”). Ralph sees Ortcutt take papers from
a bag marked ‘CIA’ and hand them to an obvious Bolshevik. Here the relevant agent-
relative role is being the man seen.’ Ortcutt plays this role relative to Ralph. It is in
virtue of his playing this role that Ralph’s thought—the one he might express with
“that man is a spy”—is about Ortcutt. Roles correspond to cognitive fixes.

The police arrive, and they take Ortcutt into custody, but Ralph still doesn’t rec-
ognize him. After interviewing Ralph, one policeman reports to the other: “Ralph
believes that Ortcutt is a spy.” The name ‘Ortcutt’ is associated by the police with
a certain role, being the person identified on the mug sheets as ‘Ortcutt’. But that
role is not the one that the police are claiming to play a role in Ralph’s cognitive
economy. Clearly, their interest in his testimony is due to the fact that Ortcutt was
the man Ralph was seeing. As we construe the policeman’s remark, he says that
Ralph had a belief about a certain man, Ortcutt, via the role, being the man seen.

As this suggests, on our view roles are “unarticulated constituents” of the re-
ports. That is, there is no morpheme in the report that refers to them, but they figure
in the truth-conditions of what is said. This means, in effect, that to carry out a for-
malization you need a story (context) and not just a sentence. The classic example
motivating the idea of unarticulated constituents is an utterance of “It is raining,”
made in Palo Alto, by way of calling off a tennis match scheduled there (Perry,
1986). No morpheme refers to Palo Alto, but clearly it is the fact that it is raining
in Palo Alto that makes the utterance true. While the classic example has proven

9 Cf. Lewis (1979, 543) on watching as a “relation of acquiantance.”
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quite controversial, no doubt because of the complexity of weather phenomena of
all sorts, the same idea was applied to belief reports in Crimmins and Perry 1989.1°

Thus, on our view, singular terms employed in complement sentences of belief-
reports have two functions. Their semantic function is to identify the objects the be-
lief is about. Typically, they also have the pragmatic function of providing evidence
about which cognitive fixes, or roles, are relevant. On this much, we agree with the
Heroic Pragmatists. We disagree, however, in the way we think cognitive fixes are
relevant. The Heroic Pragmatist sees them as triggers for Gricean implicatures. We
see them as semantic parameters of the whole belief report. In our formalization of
belief-reports, two kinds of information will be fully explicit: the objects the beliefs
are about, and the cognitive fixes on such objects that are involved in the beliefs.

Thus we see virtue in each of the approaches we don’t take. On the one hand, the
Heroic Pragmatic approach sees correctly that the semantic job of the names in the
complement sentence is to refer to the objects believed about. On the other hand, the
Special Semantics approach sees correctly that the terms in doxastic operand sen-
tences are not modally loyal (or rigid) in the way that names are in alethic operand
sentences. However, each approach is wrong about something too. The Heroic Prag-
matic approach does not give cognitive fixes their rightful semantic place. The Spe-
cial Semantics approach assumes that non-transparency requires non-rigid names,
whereas in our formalization below, the names will occur in transparent positions,
but not within the scope of a doxastic operator; the opacity will be due to thinking
of objects via the roles they play, which can differ from world to world.

What, then, should be said about (25) and (25)? Let’s first look at the sort of case
that leads one to think they are invalid. Remember our desultory student Elwood,
who knows from his Classics class that Tully was a Roman, and who has heard of
Cicero in his Philosophy class, but hasn’t learned that he was a Roman there.

On the picture of proper names we have in mind, when people use names they
exploit causal/historical networks that support conventions for using the name to
refer to objects—typically objects that are the sources of the networks (Perry, 2012).
Let ry be the role of being the person at the source of the ‘Tully’ network exploited
by Elwood, and let r; be the role of being the person at the source of the ‘Cicero’
network exploited by Elwood.'! Although in the actual world, Cicero (= Tully) plays
both of these roles, in other worlds compatible with what Elwood believes, different
individuals may play these roles—the networks may have different sources.

Let z; be what we call a role-based (object) variable, whose interpretation (rela-
tive to a current assignment) in any world w is the object that plays role r; in w, and

10 While our strategy is based on the approach of Crimmins and Perry (1989), those authors took
cognitive fixes to be notions and took notions to be unarticulated constituents of belief-reports.
Subsequently Perry has developed an account that is basically similar, but takes cognitive fixes
to be notion-networks, basically intersubjective routes through notions. Of course, traditionally
cognitive fixes have been taken to be individual concepts. We believe that the concept of a role

provides a general framework into which all of these candidates can be fit.
' Cf. Lewis (1979, 542): “If I have a belief that I might express by saying “Hume was noble,” 1
probably ascribe nobility to Hume under the description “the one I have heard of under the name of

‘Hume’.” That description is a relation of acquaintance that I bear to Hume. This is the real reason
why I believe de re of Hume that he was noble.”
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let z; be another role-based variable, whose interpretation in any w is the object that
plays r; in w. Suppose someone utters “Elwood believes that Tully was a Roman,
but Elwood doesn’t believe that Cicero was a Roman,” where the unarticulated role
associated with the use of ‘Tully’ is r| and the unarticulated role associated with the
use of ‘Cicero’ is rp. Then we claim that the truth of the report imposes the follow-
ing conditions on the actual world and the space of Elwood’s doxastic alternatives
(where [dl¢ means that ¢ is true in all of Elwood’s doxastic alternatives):

(26) Tully = z; ANldRom(z;) A Cicero = zp A —ldRom(z3).

In other words, Tully is the person who plays role r; in the actual world, and in all
worlds v compatible with what Elwood believes, the person who plays r; in v is a
Roman; but while Cicero is the person who plays role r; in the actual world, there
is some world u compatible with what Elwood believes such that the person who
plays r; in u is not a Roman. Since this can happen, (26) can be true. This does not
require any possible world compatible with what Elwood believes in which Cicero
(= Tully) is not Tully (= Cicero). It simply requires that there are worlds, compatible
with what he believes, in which the object that plays role r; does not play role r;.

The examples above involve two kinds of roles exploited in thinking about things:
perceptual roles and name-network roles. Both kinds of roles afford ways of finding
out more about an object; they are what Perry calls epistemic roles (Perry, 2012).'2
The idea that an agent’s believing of an object (de re) that it has a property requires,
as with (26), that the object be the unique player of some epistemic role for the agent
in the actual world, such that in all worlds compatible with the agent’s beliefs, the
player of the role in that world has the property in question, is closely related to the
accounts of de re belief proposed by Kaplan (1968) and Lewis (1979, §8), which
have been influential in linguistics (cf. Cresswell and von Stechow 1982). When
we add the idea that belief reports involving names have such roles as unarticulated
constituents, we can make sense of the difference between (24) and (25) (see §4).

Accounts of de re belief in the style of Kaplan and Lewis are not without chal-
lenges. Ninan (2012) has argued that such accounts do not generalize to handle other
attitudes such as imagination; and Yalcin (forthcoming) has argued that it is difficult
to make such accounts compatible with semantic compositionality. We will briefly
discuss the first problem in §3.1. For a critical discussion of compositionality taking
into account unarticulated constituents, we refer to Crimmins (1992, Ch. 1).

On our view, belief reports get at important cognitive aspects of agents, and keep-
ing track of them helps us understand agents’ behavior. First and foremost, in this
paper we are interested in using a formal language to describe these aspects of
agents, not in doing the formal semantics of natural language belief reports. This
is in line with how epistemic logic is used in theoretic computer science and Al,
as a tool to model the information that agents have and how they update it, not the
meanings of English sentences containing the words ‘knows’ and ‘believes’.

The same can be said of quantified epistemic logic. Although our examples will
be drawn from philosophy rather than computer science or Al, notions of de re

12 Cf. Lewis (1983, 10f) on “relations of epistemic rapport” or “relations of acquaitance.”
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belief and “double vision” can be applied to computers as well as humans (cf. Be-
lardinelli and Lomuscio 2009); once again, one may be interested in the phenomena
themselves, rather than in English talk about them. With this distinction in mind,
even the Heroic Pragmatist about belief talk could agree with much of the formal
modeling to follow, if he does not disagree with the basic picture of agents acquir-
ing information about objects via the roles these objects play for the agents. For
the purpose of modeling agents themselves, whether we take facts about roles to be
involved in the semantics or the pragmatics of belief talk is not crucial.

In the next section we introduce the formal framework with which we will imple-
ment these ideas, Fitting’s (2004; 2006, §5) First-Order Intensional Logic (FOIL).

3 Formal Framework

Our formal language is a slight variant of that of Fitting’s (2006, §5) FOIL.!3

Definition 1 (Language). Fix a set {nj,n,,...} of constant symbols (or names);
two disjoint sets {x,xz,...} and {ry,r,...} of object variables and role variables;,
and for every m € N, a set {Q,0%',...} of m-place relation symbols. The terms t
and formulas ¢ of our language are generated by the following grammar (i, k € N):

t i=n; |x,'

Q= 0Ntr,....0) |1 =1 |P(t,ri) |~ | (@ A @) | @e | e | Vxi | Vri@.

We will often replace the subscripts on variables with suggestive letters or words (or
drop them altogether) and write out italicized English names in place of ny,n;,....
We define dy¢@ as —V—y¢@ for y an object or role variable, and sometimes we use [
to represent both (4] and [d]. For the new symbols, we give the following readings:

P(t,r;) “t plays role r; for the agent”;
o “it is alethically necessary that ¢”’;
e “it is doxastically necessary for the agent that ¢”.

In §6, we extend the language to describe the beliefs of multiple agents. Of course,
one could also introduce an epistemic necessity operator [e] for knowledge (see Hol-
liday 2014a,b for discussion of additional issues raised by knowledge).

Our models are a standard kind of modal models with constant domains.!#

13 There are a few small differences. First, Fitting allows relation symbols Q (but not =) to apply
to what we call role variables—his intensional variables—whereas to simplify the definition of the
language (to avoid typing relations), we do not; this is why we do not count role variables among
the terms ¢ in Definition 1. Second, we include constant symbols in the language, whereas for
convenience Fitting does not. Third, we have a bimodal language with [@ and (d], whereas Fitting
has a monomodal language with [J. Finally, where we write P(z,r;), Fitting would write D(r;,?).

14 These models are almost the same as those for “contingent identity systems” in Parks 1974 (cf.
Hughes and Cresswell 1996, 333) and Priest 2002, §8, but for a few differences: we follow Fitting
in allowing F to contain partial functions; Parks does not deal with constants; and while Priest
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Definition 2 (Constant Domain Models). A (constant domain) model for the lan-
guage of Definition 1 is a tuple .# = (W,R,,R;,D,F,V) such that:

1. W is a non-empty set of worlds;

2. R, is a binary alethic accessibility relation on W

3. R, is a binary doxastic accessibility relation on W

4. D is a non-empty set of objects;

5. F is a non-empty set of roles, which are partial functions from W to D;

6.V is a valuation function such that for a relation symbol Qi-‘ and world w,
V(Q%,w) is a set of k-tuples of objects; and for a name n;, V (n;,w) is an ob-
ject, for which we assume the following:

(a) Ry-rigidity of names — for all w,v € W, if wR,v, then V (n;,w) =V (n;,v);
(b) Ry-rigidity of names — for all w,v € W, if wRyv, then V (n;,w) =V (n;,v).

For w € W, the pair .Z ,w is a pointed model.

Instead of stating (a) and (b), we could simply require that for all names n; and
worlds w,v € W, V(n;,w) =V (n;,v). However, for the purposes of our discussion in
4, it helps to distinguish (a) and (b); for according to a common view, we should
assume only the R,-rigidity of names, not the R;-rigidity of names.

Functions from W to D are traditionally thought of as individual concepts,
whereas we think of the partial functions from W to D in F as representing agent-
relative roles."> The distinction is not just terminological. The role view leads us
to reject constraints on F that have been proposed assuming the individual concept
view (in §5), and it leads to important differences in the multi-agent case (in §6).

It would be natural to assume that R, is a reflexive relation—perhaps even an
equivalence relation—while R, is a serial relation. But nothing here will turn on
properties of the relations, so we prefer to define the most general model classes.

The next step in introducing the semantics is to define variable assignments.

Definition 3 (Variable Assignment). Given a model .#, a variable assignment |
maps each object variable x; to some p(x;) € D and each role variable r; to some
wu(ri) € F. For d € D, let l[x;/d] be the assignment such that u[x;/d](x;) = d and
for all other x;, u[x;/d]|(x;) = u(x;). For f € F, u[r;/ f] is defined analogously.

We can now define the interpretations of the two types of terms in our language.

Definition 4 (Interpretation of Terms). The interpretation [t] 4, , of a term 7 in
model .# at world w with respect to assignment u is an object given by:

(i) gy e =V (mi,w);
il g = (%)

does deal with constants, he treats them as non-rigid. The differences between our models and
Fitting’s (2004; 2006) are that we deal with constants, and Fitting defines V so that predicates can
apply not only to elements of D, but also to elements of F (cf. Hughes and Cresswell 1996, 344ff).

15 We are not suggesting that all there is to a role is a partial frunction from W to D; but such a
function captures an important aspect of a role, namely the players of the role across worlds.
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It follows from Definition 4 and parts (a) and (b) of Definition 2 that

for all n; and w,v € W, if wRuv, then [n] .\, , = [0 4 , i3

for all n; and w,v € W, if wRyv, then [n;] , \,, , =[] 41 , -
This is the sense in which a name #; is a rigid designator. Given the first point, we
can call n; an “alethically rigid designator,” and given the second point, we can call

n; a “doxastically rigid designator.” We will return to these points in §4.
Finally, we are ready to state the truth definition for our version of FOIL.

Definition 5 (Truth). Given a pointed model .# ,w, an assignment {, and a formula
@, we define .Z ,w =, @ (@ is true in .# at w with respect to 1) as follows:

MW ':“ Qf?(tl,...,l‘k) iff <[t1]<///,w,u7“‘>[tk]///,w,u> S V(Qf-‘,w);

MowE =1 iff [t]///,w,,u = [t']//{7w7“;

MwEL P(t, 1) iff u(r;)is defined atwand [t] , ,, , = p(ri)(w);
MW EL @ ifft A ,wF, Q;

MwEL (QAY) iff A, wEy @and Z,wE, y;

MW EL VXiQ iff foralld € D, A ,wF . q ¢

,//,W ':,u VI’,'QD iff forall f € F, MW ’:Iyl[ri/f] Q;

MW Ey Ao iff forallve W,if wR,v then .#Z,vF, @;

M wEy do iff forallv e W,if wRyv then .#Z,vE, @.

For a complete axiomatization of FOIL, we refer the reader to Fitting 2006, §5.1¢

Despite having only a single domain D of objects, we can capture the idea of
world-relative varying domains with the standard device of a one-place existence
predicate E, thinking of V(E,w) as the non-empty domain of objects that exist in
world w. We can then define the actualist quantifier by ¥,x¢ := ¥x(Ex — ¢@).!7

Instead of using role variables ry,rp,..., a number of authors use what we call
role-based object variables z1,75,....'8 These are treated in the same way by an
assignment i, so that u(z;) = u(r;) € F, but their interpretations differ:'?

[ri]///,w,u = u(r);
@) o = H(z) (W)

Hence r; picks out a role, whereas z; picks out the object that plays that role, which
may vary between worlds. The truth clause for quantification with z variables is:

16 Some minor changes must be made, e.g., since we include constants in the language (recall note
13), but we will not go into the details here.

17 One may then wish to add the assumption that for all f € F, if f(w) =d, thend € V(E,w), i.e.,
if an object d plays a role for the agent in w, then d exists in w, validating P(¢,r;) — 3,xt = x.

18 See, for example, Parks 1974, Carlson 1988, Priest 2002, §8, and Aloni 2005.

19 We did not define the interpretation of role variables in Definition 4, since we do not officially
count them as terms (recall note 13), and they only appear in the P(z,r;) clause in Definition 5,
where the assignment 1 takes care of them directly; but the definition would be [r;] Mo = u(ri).
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M wEyVz@ Aff forall f € F, M w5 @

One complication with this approach is that if we allow F' to contain partial func-
tions, then 1(z;) may be undefined at w, in which case [z] 4 ,, , is undefined. Hence
we have to deal with evaluating atomic formulas containing undefined terms. Typi-
cally authors who use such variables assume that F is a set of total functions.?”

Let us see how we can translate a language with z variables into our language.

Definition 6 (Z-translation and abbreviation). For an atomic formula At (1, ... ,t,)
(including identity formulas), possibly containing x variables and z variables (in-
stead of r variables), let z be the sequence of z variables contained therein (in order
of first occurrence); let I be the set of indices of these variables; and let x be the
sequence of x variables obtained from z by replacing each z; with x;x, where i* is the
least j > i such that x; is not in A¢(¢1,...,1,) and j # k* for any z; preceding z; in z.
Define the Z-translation:

Z(At(ty,...,tn)) = IX(AP i, ri) NAL(t1,. .. t0)%),
icl
where Jx abbreviates a string of quantifiers and ¢Z indicates simultaneous substitu-
tion of each element of x for the corresponding element of z, and

Z(—e)  =-Z(9);
Z(oAy)) = (Z(9) NZ(y));
Z(in([)) = inZ((p);
Z(Vzip) = VriZ(9);
ZOe)  =0Z(e).

If @« =Z(B), then we call B a Z-abbreviation of a.
For example, our formula from §2.3,

(26) Tully = z; AldRom(z1) A Cicero = 75 A —[dRom(z2),
is the Z-abbreviation of

(27) Fxy (P(xy,r1) ATully = x1) ANd3x; (P(x1,71) ARom(x1)) A
Axp (P(x2,72) ACicero = xp) A —ld3xy (P(x2,r2) ARom(xz)),
which is equivalent to

(28) P(Tully,r1) Ald3x; (P (x1,r1) ARom(x1)) A
P(Cicero,ry) A=d3x2(P(x2,r2) ARom(xz)).

We will use Z-abbreviations repeatedly in order to compare our formalizations
of belief ascriptions with those of other authors whose systems use z variables.?!

20 The exception among the authors referenced in note 18 is Carlson, who allows F to contain
partial functions and uses a three-valued semantics to deal with undefined terms.

21 Remember that in (27) and (28), we read [d ¢ as “it is doxastically necessary that ¢ or “in all
worlds compatible with the agent’s beliefs, ¢.” The whole of (27) gives the condition that the truth
of the belief report imposes on the actual world and the space of the agent’s doxastic alternatives,
so we would not read the second conjunct as “the agent believes that there exists ....”
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There has been much discussion in the literature on quantified modal logic about
whether quantifiers should take regular object variables x; or what we called role-
based object variables z; (see Garson 2001, 2006, §13). We think both types of quan-
tification are useful.?? In §5, we will suggest that trying to make quantification with
z variables also do the normal work of quantification with x; variables forces one to
postulate otherwise unnatural constraints on the functions assigned to z; variables.

There is another important point about variables and quantifiers that will apply
throughout. For simplicity, the belief reports we consider are cases of role provi-
sion,?3 where the relevant roles are clear from context, so we formalize the report
with an open formula with free role variables to which the relevant roles are assigned
by a context-sensitive assignment U. In other cases of role constraint, there may not
be any unique roles clear from context, although context supplies a set of relevant
roles, so we formalize the report by prefixing role quantifiers; e.g., (28) goes to

(29) 3r[P(Tully,r1) ANd@3x; (P(x1,r1) ARom(x))] A
Ir[P(Cicero,ry) A—=d3xa(P(x2,r2) ARom(x2))].

Then we can think of the set F of roles over which the quantifiers range as context
sensitive, so that a change of context can be represented by a change of models
from .# = (W,R,,R4,D,F,V) to . # = (W,R,,R;,D,F' V) as in dynamic epistemic
logic. Or we could put many sets of roles in one model and superscript the role
variables so that, e.g., ri and r{ range over sets it(i) and () of roles, where the
context-sensitive assignment y also maps numbers (superscripts) to sets of roles,
as in Aloni’s approach with z-variables at the end of §5. Then the quantifiers in a
sentence could range over distinct role sets. Role provision could be seen as the
special case of role constraint where the cardinality of the relevant set of roles is 1.

3.1 Extension for Counterfactual Attitudes

The framework presented so far is designed to handle doxastic/epistemic attitudes.
As noted in §2.3, Ninan (2012) has raised a challenge for accounts of these attitudes
in the style of Kaplan and Lewis, on the grounds that they do not generalize to
handle “counterfactual attitudes” like imagining, wishing, and dreaming.

To see the problem, let us return to the example of Ralph and Ortcutt from §2.3.
Suppose Ralph looks at Ortcutt on the beach and imagines that no one ever saw that
man. We might report this as

(30) Ralph imagines that no one ever saw Ortcutt.

22 Belardinelli and Lomuscio (2009) include both x and z variables in their multi-agent quanti-
fied epistemic logic. Instead of distinguishing two types of variables, we could instead distinguish
two types of quantifiers, in the tradition of Hintikka’s (1969) distinction between Jy and Ey. By
understanding 3z quantification in terms of agent-relative roles, we are following Perry (2009).

23 This point is inspired by Crimmins and Perry (1989) on notion provision vs. notion contraint.



Roles, Rigidity, and Quantification in Epistemic Logic 19

Ninan suggests that the truth-conditions of (30) should be stated in terms of what is
true in the worlds compatible with what Ralph is imagining. By analogy with our
treatment of the Tully-Cicero case in (28), we might try to formalize (30) as (31),
relative to an assignment u such that p(r) is the role of being the man seen:

(31) P(Ortcutt,r) N[DAx(P(x,r) A NeverSeen(x)),

where [{l¢ means that ¢ holds in all worlds compatible with Ralph’s imagining. But
(31) won’t work, because it should be false throughout our intended model; since
w(r) is supposed to be the role of being the man seen, no one who plays that role in
a world can be in the extension of the NeverSeen predicate in that world.

The reason that the schema for belief, represented in (28), does not work for
imagination is that the schema for belief commits us to the following.

Doxastic Match Hypothesis: for an agent to believe of an object o via a role r
that it has a property, the agent must also believe of o viar that it plays r.

As a corollary, if the agent does not have any true beliefs about the roles that o
plays in his life, then the agent cannot have any de re beliefs about 0. We think this
hypothesis is plausible for a suitably general notion of “belief” (positive doxastic
attitude), but Ninan is right to reject the analogous hypothesis for imagination.

Imaginative Match Hypothesis: for an agent to “imagine of” object o via role
r that it has a property, the agent must also imagine of o via r that it plays r.

The example above, where Ralph sees Ortcutt and imagines that no one ever saw
that man, is a counterexample to the Imaginative Match Hypothesis. It is not clear,
however, whether Ralph can see Ortcutt and believe that no one ever saw that man.

Inspired by Lewis (1983), Ninan’s solution to the problem of counterfactual at-
titudes is (roughly) the following: we can stipulate that an object in a given “imag-
ination world” v is supposed to represent Ortcutt, rather than finding the object as
the player in v of a role that Ortcutt plays in the actual world. On this view, to check
at a world whether Ralph is imagining that Ortcutt has a given property, we simply
check whether the stipulated representatives of Ortcutt across Ralph’s imagination
worlds have that property. But there is an additional subtlety, arising due to “double
vision” cases. Suppose that for Ralph, Ortcutt plays both the roles of being the man
seen and being the man called ‘Bernard Ortcutt’. Now Ralph looks at Ortcutt on
the beach and says: “I’m imagining a situation in which that guy [Ralph points at
the man on the waterfront] is distinct from Bernard Ortcutt, and in which I never
saw that guy, and in which Ortcutt never goes by the name ‘Bernard Ortcutt™ (Ni-
nan, 2012, 24). For handling this kind of case, Ninan generalizes the proposal stated
above: we can stipulate that one object in an imagination world v represents Ortcutt
relative to one role (being the man seen), while a different object in v can represent
Ortcutt relative to another role (being the man called ‘Bernard Ortcutt’).

Let us sketch how Ninan’s treatment of counterfactual attitudes can be accom-
modated in the framework of FOIL. For simplicity, in §3 we did not define the full
language of FOIL as presented by Fitting. In the full language, there are intensional
predicates that we can apply to function variables. Previously we called function
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variables ‘role variables’, but let us now consider adding partial functions to F in
our models that are not thought of as roles. We introduce a two-place intensional
predicate Stip such that for function variables r and s5,>* Stip(r,s) is a formula. In-
tuitively, think of the truth of Stip(r,s) at world w relative to an assignment u as
telling us the following about the function p(s): in every world v, p(s)(v) is the
individual in v that “represents” i (r)(w), relative to role u(r), “by stipulation.’>> In
essence, Ninan proposes truth-conditions for (30) that are equivalent to that of

(32) P(Ortcutt,r) A3s(Stip(r,s) AD3x(P(x,s) A NeverSeen(x))).

In other words, Ortcutt plays the role of being the man seen for Ralph, and in every
world compatible with what Ralph imagines, the thing that by stipulation represents
Ortcutt relative to that role has the property of never being seen. It is easy to see
how this approach will also handle Ralph’s double vision case above.

In what follows, we will return to the simpler treatment of belief that assumes the
Doxastic Match Hypothesis. However, it is noteworthy that the FOIL framework has
the flexibility to model attitudes for which such a hypothesis is not reasonable.

4 Names in Alethic and Epistemic Logic

In this section, we discuss the treatment of names in alethic and epistemic/doxastic
logic. In §4.1, we begin by discussing a problem about names that has lead some
to reject standard semantics for epistemic/doxastic predicate logic as incoherent. In
§4.4, we will propose a solution to this problem based on the ideas of §2.3.

4.1 The “Hintikka-Kripke Problem”

Consider the difference between the following:

(33) Hesperus = Phosphorus, but it’s not necessary that Hesperus = Phosphorus.
(34) Hesperus = Phosphorus, but Elwood doesn’t believe that Hesperus = Phos-
phorus.

Following Kripke (1980), (33) should be formalized by a sentence in our formal
language that is unsatisfiable. By contrast, following Hintikka (1962), (34) should
be formalized by a sentence that is satisfiable. Translating (33) as

(35) Hesperus = Phosphorus N\ —ldlHesperus = Phosphorus,

24 We could have two sorts of function variables, ry,rs,... for roles and si,s,, ... for non-role
functions. Or we could indicate the difference between role functions and non-role functions by a
one-place predicate Role whose extension contains only functions to be thought of as roles.

25 According to this intuitive understanding, the extension of Stip should be a functional relation:
if Stip(r,s) holds, then Stip(r,s’) should not hold for any s # s.
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if we assume the R,-rigidity of names from Definition 2, then (35) is unsatisfiable,
as desired. Similarly, if we translate (34) as

(36) Hesperus = Phosphorus A\ —ldHesperus = Phosphorus

and assume the R;-rigidity of names, then (36) is also unsatisfiable—but we want
our formalization of (34) to be satisfiable. This has been called the “Hintikka-Kripke
Problem” (Lehmann, 1978). To solve it, we have two choices: give a different for-
malization of (34) or give up R;-rigidity. The second seems to have become common
among logicians working on epistemic predicate logic, following Hintikka’s (1970,
872) view that “in the context of propositional attitudes even grammatical proper
names do not behave like ‘logically proper names’.” For example, in their textbook
on first-order modal logic, Fitting and Mendelsohn (1998, 219) write that “the prob-
lem, quite clearly, lies with the understanding that these names are rigid designators.
We see that, although they are rigid within the context of an alethic reading of [,
they cannot be rigid under an epistemic reading of L1.” This suggests that we should
not assume the R-rigidity of names when R is an epistemic/doxastic accessibility
relation (also see Priest 2002, 456f). The question is how we are supposed to under-
stand the failure of R,-rigidity. As Linksy (1979, 92) writes:

Hence, these names do not denote the same thing in all doxastically possible worlds; that
is, they are not doxastically rigid designators. How are we to make this situation intelligible
to ourselves? Hesperus (= Phosphorus) is (are?) two objects in the world described by the
sentences [true at some world]. It is not just that ‘Hesperus’ and ‘Phosphorus’ are names
of different objects, for that is easily enough understood. The problem is that in this world
Hesperus (= Phosphorus) is not Phosphorus (= Hesperus). That cannot be understood at all.

Let us call this the impossible worlds explanation of the failure of R;-rigidity, which
leads Linsky to believe that there are problems with analyzing belief ascriptions in
terms of the semantics of [] that do not arise for alethic necessity (also see Barnes
1976, which is even more critical). By contrast, Aloni (2005, 9-10) interprets the
failure of R;-rigidity in the weaker way that Linsky mentions:

[I]n different doxastic alternatives a proper name can denote different individuals. The fail-
ure of substitutivity of co-referential terms (in particular proper names) in belief contexts
does not depend on the ways in which terms actually refer to objects (so this analysis is not
in opposition to Kripke’s (1972) theory of proper names), it is simply due to the possibility
that two terms that actually refer to one and the same individual are not believed by some-
one to do so.... Many authors...have distinguished semantically rigid designators from
epistemically rigid designators—the former refer to specific individuals in counterfactual
situations, the latter identify objects across possibilities in belief states—and concluded that
proper names are rigid only in the first sense.?® [emphasis added]

The emphasized claim is in the tradition of Stalnaker (1984, 85f): “If a person is
ignorant of the fact that Hesperus is Phosphorus, it is because his knowledge fails
to exclude a possible situation in which, because causal connections between names
and objects are different, one of those names refers to a different planet, and so the
statement, ‘Hesperus is Phosphorus’ says something different than it actually says.”

26 The last of the quoted sentences occurs in footnote 7 of Aloni 2005.
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However, there are two problems with appealing to Stalnaker’s idea in support
of making (36) satisfiable by giving up R,-rigidity: first, the appeal leads to serious
problems about how to understand the valuation function V in modal models and
about how R, and R, are related, as discussed in §4.2; second, Stalnaker’s idea is
inadequate to explain other attributions of ignorance, as discussed in §4.3. After
explaining these problems, we will solve the Hintikka-Kripke problem in the way
suggested by our discussion in §2.3: give a different formalization of (34).

4.2 Representational vs. Interpretational Semantics

Those who give up R;-rigidity allow models in which, e.g., wRyv, V (Hesperus,w) =
V (Phosphorus,w), but V(Hesperus,v) # V(Phosphorus,v). One might think that
this simply reflects Stalnaker’s idea that ‘Hesperus’ and ‘Phosphorus’ refer to dif-
ferent things in v but the same thing in w. The problem is that this blurs an impor-
tant distinction about how to understand the valuation V. This distinction is closely
related to Etchemendy’s (1999) distinction between representational and interpre-
tational semantics for classical logic, but here applied to models for modal logic.
When we switch from one model .# = (W,R,D,F,V) to another model .#Z’ =
(W,R,D,F,V') that differs only with respect to its valuation function, one way to
think of this switch is as a change in how we interpret the language. Intuitively, V
may interpret the predicate white so that its extension V (white,w) in any world w is
the set of things in w that are white, while V' may interpret the predicate white so
that its extension V' (white,w) in any world w is the set of things in w that are green.
When we switch from one world w to another world v within the same model
M = (W,R,D,F,V) (sow,v € W), the extension V (white,w) of the predicate white
in w may differ from the extension V(white,v) of white in v. If this is so, then
the set of white objects in w differs from the set of white objects in v. Similarly,
if V/(white,w) differs from V'(white,v), then the set of green objects in w differs
from the set of green objects in v. We could also have V(white,w) # V (white,v)
but V/(white,w) = V'(white,v), in which case w and v differ with respect to which
objects are white, but they are the same with respect to which objects are green.
The point is that we think of the difference between V (white,w) and V (white,v)
as reflecting a difference in how the worlds w and v are, not a difference in how we
interpret the language—whereas we can think of the difference between V (white, w)
and V' (white,w) as reflecting a difference in how we interpret the language.
Exactly the same points apply to names. If we think of the difference between
V(white,w) and V (white,v) as reflecting a difference in how the worlds w and v are,
not a difference in how we interpret the language, then we should also think of any
difference between V(Hesperus,w) and V(Hesperus,v) as reflecting a difference
in how the worlds w and v are, not a difference in how we interpret the language.
(Though of course we can think of V (Hesperus,w) # V'(Hesperus,w) as reflecting
a difference in how we interpret the language.) This brings us back to Linsky’s ques-
tion of how we are to make intelligible that V (Hesperus,w) = V (Phosphorus,w)
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but V(Hesperus,v) # V (Phosphorus,v). For in this case v is not merely a world in
which words refer to different things; it is a metaphysically impossible world.

Here is a crucial point: assuming that V (Hesperus,w) = V (Phosphorus,w) but
V(Hesperus,v) # V(Phosphorus,v), we cannot have wR,v, for otherwise we vi-
olate the R,-rigidity of names and (35) becomes satisfiable, which no one wants.
Hence it is not the case that wR,v, so v is an impossible world (relative to w). This
shows that v cannot simply be understood as a world largely like w but in which
‘Hesperus’ refers to something different than in w—for such a world should be
metaphysically possible (relative to w). The upshot is that one cannot explain the
failure of R;-rigidity in the weaker way proposed at the end of §4.1.

A defender of that proposal might reply that the problem is instead with trying to
combine alethic and doxastic operators in one system, as we have. But why should
such a combination be problematic? We take it to be a virtue of our approach below
that it allows such a combination for a full solution of the Hintikka-Kripke problem.

Although Stalnaker’s idea from §4.1 cannot be implemented in standard modal
semantics simply by giving up R,-rigidity, it may be possible to implement with
a more complicated two-dimensional framework. However, we will not investigate
that possibility until §4.5, since in §4.3 we will raise a problem for the idea itself.

4.3 Ignorance of Co-Reference vs. Ignorance of Identity

The problem is that ignorance of co-reference and ignorance of identity can come

apart. Before explaining this idea, let us formally represent ignorance of co-reference.
Suppose that our language contains not only names ny,n3,... of objects, but also

names ‘np’,‘ny’,... of those names. Moreover, suppose that the object names

ni,ny,... are also elements of the domain D of our models—they are also objects—

and let us require that V (‘n;”,w) = n; for all names n; and worlds w. Finally, suppose

we have a two place naming predicate N such that V (N, w) is the set of pairs (n;,d)

such that speakers in world w use n; to name object d. With this setup, we can state

the point from §4.2 about how to understand the V function as follows:

(ni,d) € V(N,w) need not imply V (n;,w) = d or vice versa.

In other words, how speakers in different worlds in our model use names in the
language is one thing, reflected by V(N,w); and how we who build the model are
interpreting the names of the language is another, reflected by V (n;, w).

Now we can easily represent a world w in which an agent does not believe that
‘Hesperus’ and ‘Phosphorus’ co-refer by including a world v such that wR ;v and:

e {0 € D| (Hesperus,0) € V(N,w)} ={o € D | (Phosphorus,o) € V(N,w)};
e {0 € D| (Hesperus,0) € V(N,v)} # {o € D | (Phosphorus,o) € V(N,v)}.

In such a case, even given that V(Hesperus,u) =V (Phosphorus,u) for all u € W,
the following are both satisfied at w:

(37) Vx(N(‘Hesperus’,x) <> N(‘Phosphorus’,x));
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(38) —ldVx(N(‘Hesperus’,x) <> N(‘Phosphorus’,x)),

so we have a case of ignorance of co-reference.
Before explaining how to formalize ignorance of identity, we will show how
ignorance of co-reference and ignorance of identity can come apart.

Example 1 (The Registrar). The county registrar goes fishing regularly with his old
friend Elwood. Unknown to the registrar, however, Elwood’s identical twin, Egbert,
occasionally substitutes for him on these fishing trips. Since the trips are mostly
silent, Egbert has no problem keeping the deception from the registrar. The registrar
regularly says things like “Hey Elwood, pass me a beer,” while talking to Egbert.

It seems fair to say,

(39) Although Egbert is not Elwood, the registrar believes that Egbert is Elwood.
Traditionally, (39) would be rendered as

(40) Egbert # Elwood \d Egbert = Elwood.

The truth of (40) requires that Egbert = Elwood be true in all worlds compati-
ble with what the Registrar believes. Its truth therefore requires that names are not
“doxastically rigid” designators. At first blush, this seems to mean that only impos-
sible worlds are compatible with what the registrar believes. In the spirit of Aloni,
we might seek to avoid this unfortunate result by adopting the following analysis.

Co-Reference Mistake Analysis: the satisfiability of (40) is simply due to the
possibility that two terms that actually refer to different individuals are believed
by the registrar to co-refer, that is, to refer to the same individual.

The problem with this analysis becomes clear when we consider the rest of the story.

Example 1 (The Registrar Continued). The registrar, being the registrar, knows that
Elwood has a brother, whom he thinks he has never met, although he sends him an
invoice for his taxes each year, and often follow-up reminders. Based on his records,
the registrar knows that ‘Elwood’ and ‘Egbert’ refer to different people.

Hearing the registrar say to Egbert, “Hey Elwood, your brother better pay his
taxes,” someone in on the deception might explain to a third party:

(41) Although the registrar knows that ‘Elwood’ and ‘Egbert’ refer to different
people, he believes that Egbert is Elwood.

What (41) shows is that the Co-Reference Mistake Analysis doesn’t work. The
truth of (39) cannot always be understood in terms of false belief about co-reference,
because the truth of (41) cannot be so understood. In §4.4, we will explain how, on
our account, (41) can nonetheless be a reasonable and true thing to say.
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4.4 The “Hintikka-Kripke Problem’ Resolved

In §4.1, we noted two ways to respond to the Hintikka-Kripke Problem: give up
R,-rigidity or give a different formalization of (34). Having seen the problems with
the first, let us consider the second. When someone says “Elwood does not believe
that Hesperus is Phosphorus,” our formalization of the claim is not

(42) —ld Hesperus = Phosphorus.

In fact, it is not clear that (42) is the correct formalization of any natural language
belief ascription. As Lewis (1977, 360) said in another context, “why must every
logical form find an expression in ordinary language?” Relatedly, consider:

(43) Hesperus = Hesperus — [dl Hesperus = Hesperus.
(44) Hesperus = Phosphorus — [d Hesperus = Phosphorus.

In our framework, (43) and (44) are valid, but this does not mean that we would
claim in natural language that “If Hesperus is Phosphorus, then Elwood believes
that Hesperus is Phosphorus.” For the function of belief ascriptions involving names
in natural language is not just to say something about how the objects named show
up across doxastic alternatives, which is all that (44) manages to capture.

Before handling the Hesperus and Phosphorus case, let us treat the story of El-
wood and Egbert from Example 1, using ideas from §2.3. Recall:

(39) Although Egbert is not Elwood, the registrar believes that Egbert is Elwood.

In the context of Example 1, we propose to analyze (39) as follows. Elwood is
playing a number of epistemic roles in the registrar’s life, but the role that is con-
textually salient in Example 1 is being the source of a cluster of memories—about
his old friend and fishing buddy (r ). Egbert is also playing a number of epistemic
roles in the registrar’s life, but the role that is contextually salient in Example 1 is
being the person seen and talked to (r). Consider a model ., assignment p, and
role variables ¢ and r, such that for all worlds w in .#, p(ry)(w) is the player of
role ry in w, and p(ry)(w) is the player of role ry in w. Then using Z-abbreviation
(Definition 6), we formalize (39) in the style of (26) in §2.3, instead of (40):

(45) Egbert # Elwood N\ Elwood = zy N\ Egbert =z, N dlzy = z,.

If we translate (39) as (45), we can maintain the Conservative Approach of §1: there
is no need to claim that names in doxastic logic are not “doxastically rigid” or that
“doxastically possible worlds™ are not plain possible worlds. Moreover, (45) can be
true even if the registrar believes that ‘Elwood’ and ‘Egbert’ do not co-refer:

(46) [@—3x; (N(‘Elwood’,x;) AN(‘Egbert’,x;)).

Hence we can also handle the second part of the registrar story in (41).
Let us now return to the classic case of Hesperus and Phosphorus:

(47) Elwood does not believe that Hesperus is Phosphorus.
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One might utter (47) in a variety of contexts. Suppose Elwood has never heard the
words ‘Hersperus’ and ‘Phosphorus’, but he likes to look at the planet Venus early in
the evening and at the same planet early in the morning, not realizing it is the same
one. In this case, it would be natural to utter (47). Take a model .#, assignment L,
and role variables r, and r,, such that for any world w in .Z, p(r.)(w) is the star that
Elwood likes to look at in the evening in w, and pu(r,,)(w) is the star that Elwood
likes to look at in the morning in w. Using Z-abbreviation, we translate (47) as:

(48) Hesperus = z, N\ Phosphorus = z;, A\ —ldlz, = z,.

Another context in which (47) makes sense is one where Elwood has heard of Hes-
perus and Phosphorus in Astronomy class, but since he wasn’t paying attention, he
has no idea what they are. Here the roles that Hesperus/Phosphorus plays in his life
are simply being the source of the ‘Hesperus’ network exploited by Elwood (recall
§2.3) and being the source of the ‘Phosphorus’ network exploited by Elwood. In
this case, we translate (47) with a sentence of the same form as (48), only using
role variables associated with these different roles in our model. What this shows
is that the role-based analysis subsumes Stalnaker’s (1984, 85f) analysis (recall §4)
in those contexts where Stalnaker’s analysis works. But the role-based analysis also
works in cases like the Elwood-Egbert story, where Stalnaker’s does not.
Finally, since (48) can be true at a world where

(49) W Hesperus = Phosphorus

is true, belief attributions as in (47) do not pose a problem for a combined epistemic-
alethic modal logic. The Hintikka-Kripke Problem is no longer a problem.

4.5 Two-Dimensional Epistemic Models

Recall Aloni’s (2005, 9) idea, similar to Stalnaker’s (1984, 85f), that Hesperus-
Phosphorus style cases arise because of the “possibility that two terms that actu-
ally refer to one and the same individual are not believed by someone to do so.” In
§4.2, we argued that this idea cannnot be correctly implemented in standard modal
semantics. Let us now return to the suggestion that it may be implementable in a
two-dimensional epistemic framework (cf. Schroeter 2012 and references therein).

Definition 7 (2D Constant Domain Models). A 2D (constant domain) model for
the language of Definition 1 is a tuple .# = (W,R,,R4,D,F,V) where W, R,, D,
and F are defined as in Definition 2; Ry is a binary relation on W x W; for any
relation symbol Qf.‘ and worlds w,v € W, V(Qf.‘ ,w,V) is a set of k-tuples of objects;
for any name n; and worlds w,v € W, V(n;,w,v) is an object. We assume the general
rigidity condition for names that for all w,v,u € W, V(n;,w,v) = V(n;,w,u).

For the sake of generality, we have defined R; as a kind of 2D accessibility
relation, following Israel and Perry (1996) and Rabinowicz and Segerberg (1994).
This raises the question of what (w,v)Ry;(w',V/) is supposed to mean intuitively.
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However, here we will consider the class of models such that if (w,v)R;(w',V'), then
w' =V and (x,v)Ry;(w',V') for all x € W. Hence all we need to know is whether the
second coordinates are related, written as vR,;V'. Take vR;V' to mean that everything
the agent believes in v is compatible with the hypothesis that v/ is his actual world.

For a name n;, take V(n;,w,v) = d to mean that if we consider w as the ac-
tual world, then n; (as used by speakers in w) names d in world v. Suppose w is
a world in which the heavenly body that people see in the evening, that they call
‘Hesperus’, etc., is the same as the heavenly body that they see in the morning,
that they call ‘Phosphorus’, etc. Hence if we consider w as actual, then we will
have V(Hesperus,w,v) = V(Phosphorus,w,v) for all worlds v € W, regardless of
how language is used (or whether there are any language users) in v. However, if
we consider as actual a world w’ in which the heavenly body that people see in
the morning, that they call ‘Hesperus’, etc., is not the same as the heavenly body
that they see in the morning, that they call ‘Phosphorus’, etc., then we will have
V(Hesperus,w',v) # V(Phosphorus,w',v) for all worlds v € W .27

Variable assignments are defined as in Definition 3, but the interpretation of a
name is now given relative to a pair of worlds instead of a single world.

Definition 8 (Interpretation of Terms). The interpretation [¢] 4 ,,,,, of aterm ¢ in
a 2D model . at world v, with world w considered as actual, is an object given by:
{ni]///,w’v./” - V(ni7W7 V)’

{xi]l///,w,v,y, = I.L(X,’).

Definition 9 (2D Truth). Given a 2D model .# with w,v € W, an assignment L,
and a formula @, we define .#,w,v =, @ as follows:

Moy Ey QK (1. 1) iff (N AT | A X = V(O w,v);
Mow,vE =1 iff [t]%,w’w = [t/]//l,w,v,u;

M w,vEy P(t,r) iff p(r;)is definedatvand [r] , ,,, , = 1(r)(v);
MW,V Ey @ iff A, wyv¥, e;

MwVEL (QAY) ifft A ,w,vE, @and A ,w,vE, y;

MW,V Ey X Q iff foralld € D, A ,w,vEy[,/q) @

MW,V Ey i@ iff forall f € F, A ,w,vFEy, 5 @

M w,v Ey @e iff forallv' € W, if vR,V then .4 ,w,v' =y ¢;

M w,v Ey e iff forall w',v' € W, if (w,v)Ry(w',V/)

!/ ]
then .7 ,w' V' Fy @.
Given our assumed constraints on R, we can re-write the last clause as?8

M w,v Ey e iff forall v € W, if vRyy then A4,V )V E @.

To see how this is supposed to solve the Hintikka-Kripke problem, consider

27 One may try to apply a similar strategy to predicate symbols in order to model agents who do
not believe/know that two (necessarily) co-extensive predicates are co-extensive.

28 Compare this to the “fixedly actually” operator of Davis and Humberstone (1980).



28 Wesley H. Holliday and John Perry

(50) [dny = ny Aldng # n,.
We have .# ,w,w = [@n; = ny Aldn; # ny iff both of the following hold:

o forallx € W,if wR,x then .#Z ,w,x = n| = no;
o forally € W,if wRyy then .Z,y,y F; ny # n.

Clearly we can construct a model satisfying these conditions, so (50) is satisfiable.

There is much to be said about the 2D approach, but we will limit ourselves
to two points. First, there is a way of understanding the 2D treatment of names in
epistemic contexts as a special case of the role-based treatment. In particular, with
every name n; we can associate a role f; such that

fi(v) =V(ni,mv).

Then if we map role variables r; and r; to fi and f;, respectively, (50) will have the
same truth value at any pair of worlds as its role-based translation:

(51) lan, :nz/\P(nl,rl)/\P(ng,rz)/\@ElxlElxz(P(xl,rl)/\P(xz,rg)/\xl 75)62).

Note, however, that there may be many other roles that the objects named by n; and
ny play, besides f1 and f5. In effect, the 2D framework restricts us to just those roles.

This leads to the second point: it is not clear how the 2D framework can handle
the case of the registrar in Example 1 in §4.3 without bringing in roles. In our world
w, the registrar believes that ‘Egbert’ and ‘Elwood’ refer to different people, so
for any world v compatible with his beliefs, Egbert # Elwood should be true at v
considered as actual. But then [dEgbert # Elwood will be true at w, so if this is
the two-dimensionalists’ formalization of ‘the registrar believes that Egbert is not
Elwood’, then they face the problem raised in §4.3: in the context of Example 1 it
seems true to say instead that ‘the registrar believes that Egbert is Elwood’.

In what follows we return to the 1D framework. There are good reasons for multi-
dimensionality to deal with terms like ‘now’ and ‘actually’, but it seems that roles
are still needed to deal with belief attributions involving names.?® In §5, we shall see
how roles are also useful in formalizing belief attributions involving quantification.

5 Quantification into Epistemic Contexts

Having shown how a role-based analysis of attitude ascriptions resolves the Hintikka-
Kripke Problem, we will now apply the analysis to quantification into epistemic
contexts, comparing it to the analyses of Carlson (1988) and Aloni (2005).

First, consider the following sentence:

(52) “The police do not know who a certain person is” (Carlson, 1988, 232).

2 To deal in the 1D framework with an agent who does not believe, e.g., that something con-
tains water iff it contains H20, we would need to generalize the notion of role so that properties
(understood extensionally, intensionally, or hyper-intensionally) can play roles for an agent.
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How should we translate (52) into our formal language? As suggested in §2.3, we
cannot answer this question simply by looking at the sentence out of context.

In our view, there seem to be two readings of (52), which are natural in different
contexts. First, suppose the police pride themselves on keeping track of everyone in
the area. However, someone has slipped through the cracks: Jones, whom the police
do not know anything about. In this case, it makes sense to utter (52), understood as

(53) Bxlﬂﬂzlxl =21,
the Z-abbreviation of
54) prElrlElxz(P(xz, }"1) AX]1 = )Cz),

where we write [¢] in place of [ for epistemic necessity.

Second, suppose Jones now plays the role for the police of being the suspect
chased. However, for all the police know, they could be chasing Smith instead of
Jones. In this case, it makes sense to utter (52), now understood as

(55) dzy—dxledx) =z,
the Z-abbreviation of
(56) Elrl—\flxlﬂxz(P(xz,rl) AX]1 = XQ).3O

Which translation is better depends on the context in which (52) is uttered.
Can we translate (52) with only z variables? Carlson (1988) tries to do so with

(57) Jzi~3Fzpldz) =22,

where Jz; and dz; both quantify over the same set of functions. He allows z variables
to be mapped to partial functions and uses a three-valued semantics such that (57)
is satisfiable in his framework. However, with only one kind of variable in that
framework, there is no way to make a distinction like the one we have made between
(53) and (55). Moreover, the intuitive meaning of (57) is not at all clear.

An advantage of having quantification over both objects and functions is that
when one tries to do all the work with just quantification over functions, one is
tempted to impose otherwise unnatural constraints on the set of functions. For ex-
ample, Carlson (1988, 244f) and Aloni (2005, 25f) propose two conditions on the
set F of functions, which they interpret as individuating functions and individual
concepts, respectively: an existence condition and a uniqueness condition.

Definition 10 (Existence Condition). In .# = (W,R,,R;,D,F,V), F satisfies the
existence condition iff for allw € W, d € D, there is some f € F with f(w) =d.

When we think of the functions in F as agent-relative roles, the existence condition
is not plausible. For it is built in to the idea of agent-relativity that there may be an
object that does not play any role in the cognitive life of our agent in a world.

Let us consider Aloni’s argument for the existence condition. First, consider:

30 Note that (55)/(56) does not require the existence of anyone who actually plays r. We can
express a reading that requires the existence of a role-player with: 3z; (3x1z1 = x; A—TxplExy =z1).
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(58) If the president of Russia is a spy, then there is someone who is a spy.
Translating (58) as
(59) S(p) = F28(z).

Aloni (2005, 26) notes that if we do not assume the existence condition on F, then
(59) is not valid, whereas the translation of (58) should be valid. Hence we should
assume the existence condition. However, this is too quick, because we have two
options: assume the existence condition or give a different translation of (58). In the
framework of §3, there is a clear candidate for the latter:

(60) S(p) — IxS(x),

where dx quantifies over D. Unlike (59), (60) is valid in our framework. We take
(60) to be the appropriate translation of (58). The existence assumption seems to be
an artifact of trying to make 3z do all the work of two types of quantification.

Definition 11 (Uniqueness Condition). In .#Z = (W,R,,R;,D,F,V), F satisfies the
uniqueness condition iff for allw e W, f, f' € F, if f # f', then f(w) # f'(w).

When we think of functions in F' as agent-relative roles, the uniqueness condition
is not plausible. For it is built in to the idea of roles that there can be an object in a
world that plays multiple roles in the cognitive life of our agent.

Without uniqueness, we can easily handle ascriptions of ignorance such as:

(61) “There is someone who might be two different people as far as the police
know” (Carlson, 1988, 237).

Imagine, for example, that although the same person was both the thief and the
getaway driver, for all the police know, different people played these roles—it was
a two man job. Corresponding to (61), we have the satisfiable sentence

(62) 3z1322(z1 =22 A8z = 22).

As one can easily check with Z-translation, (62) is true in the case where the same
person plays the role of the thief and the role of the driver in the actual world, but in
some world compatible with what the police know, there are two people involved.

Although the most natural way of making (62) satisfiable violates uniqueness,
Carlson manages to make (62) satisfiable while requiring uniqueness. He does so
by mapping z; and z, to the same partial function, which is defined at the world of
evaluation but undefined at some epistemically accessible world. As Carlson (1988,
238) puts it, “[(62)] in our interpretation does not imply that ...[z; and z;] ... pick
out two different properly cross-identified individuals in some alternative, only that
they fail to refer to one and the same individual somewhere.”

The problem with Carlson’s analysis is that it does not generalize to capture other
cases, such as the following elaboration of the heist example above:

(63) Someone who was at the crime scene might be two people as far as the
police know, but the police know that whoever was there was a gangster.
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It seems that any good formalization of (63) should imply the following:
(64) 3z1322(z21 = 22 A -lEzy = 22 A[E(Gz1 A G22)).

However, (64) is unsatisfiable in Carlson’s system. For if z; and z; are mapped to
functions that are undefined at some epistemically accessible world, as required for
71 = 22 Al z1 = 7, to be true for Carlson, then [ (Gz; A Gzp) is not true. By
contrast, since we reject uniqueness, (64) is satisfiable in our framework.

Aloni observes that without uniqueness, the following are not equivalent:

(65) —3z1(z1 = Ortcutt NdSpy(zy)).
(66) Fz1(z1 = Ortcutt N=dSpy(z1)).

Indeed, without uniqueness, the truth of (66) is compatible with the falsity of (65).
And without existence, the truth of (65) is compatible with the falsity of (66).

Given the non-equivalence of (65) and (66), Aloni (2005, 24) concludes that for-
mal systems without the uniqueness condition “predict a structural ambiguity for
sentences like ‘Ralph does not believe Ortcutt to be a spy’, with a wide scope read-
ing asserting that Ralph does not ascribe espionage to Ortcutt under any (suitable)
representation, and a narrow scope reading asserting that there is a (suitable) rep-
resentation under which Ralph does not ascribe espionage to Ortcutt. This ambigu-
ity is automatically generated by any system” that does not satisfy uniqueness, but
Aloni doubts that there is any such ambiguity in natural language.

But the fact that (65) and (66) are not equivalent in a given formal system does
not mean that the system “predicts a structural ambiguity” for the English sentence

(67) Ralph does not believe Ortcutt to be a spy.

Linguists predict ambiguities in English. Logical systems do not. (Repeating Lewis
(1977), “why must every logical form find an expression in ordinary language?”)
On our view, the correct formalization of (67) depends on the context. Suppose
we just had a long conversation about Ralph’s only next door neighbor, Ortcutt,
when you utter (67). Although Ortcutt plays several roles in Ralph’s life, in this
case the contextually salient role is being the next door neighbor. Consider a model
M , assignment U, and role variable r, such that for any world w in .Z, u(r,)(w) is
Ralph’s next door neighbor in w. Using Z-abbreviation, we formalize (67) as

(68) Ortcutt =z, N—dSpy(z,).

Of course, (66) follows from (68). Now suppose the conversation turns to Ralph’s
beliefs about the man he sees on the beach, who unbeknownst to Ralph is Ortcutt.
At this point, we might wonder whether in uttering (67) you had in mind the full
strength of (65), from which it follows that Ralph does not believe of the man he sees
on the beach—via the role rj, say—that he is a spy. The coherence of wondering
this suggests that it is not a problematic result that (65) and (66) are not equivalent.

While Aloni’s framework requires both the existence and uniqueness conditions
for any fixed set F' of functions, it also allows that different sets of functions may
serve as the domain of quantification in different contexts. To formalize this idea
in the style of Aloni (2005, §5) with a language of z variables, expand the set of
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terms to include for all i € N a set {z},25,...} of variables associated with context
i; second, redefine a model to be a tuple .# = (W,R,,R;,D,F,V) such that F C
2(DV) and for all F € F, .# = (W,R,,R;,D,F,V) satisfies Definition 2; third,
redefine an assignment to be a function 7 like ¢ in Definition 3 but extended so that
forall i € N, 7(i) € F; finally, redefine the clause for quantification with z variables:

M w7 VT iff for all f € (i), M, WE i 5 @.
J

Hence for each context i, z' variables are associated with their own domain of quan-
tification 7r(i) € F.3! We can recover the semantics of §3 by requiring that |F| = 1.

As suggested at the end of §3, one can easily generalize the FOIL semantics to
allow many sets of roles, only we would use superscripts on role variables.

6 Multiple Agents and Points of View

In distinguishing roles from individual concepts, we emphasized the agent-relativity
of roles. We will now make this relativity more explicit by extending our framework
to a multi-agent language and multi-agent models. Typically the move from single

31 Aloni considers it an advantage of this more general semantics that we can have
(69) A ,wkr I () A=32/ (),

as if there is a shift in context mid-formula. Instead of doing this with one of Aloni’s models, we
could consider two regular models .# = (W,R,,R;,D,x(i),V) and .4’ = (W,R,,R4,D,7(j),V),
each associated with a different context, such that

(70) A ,wky Fz@(z) and A", Wk, =3z0(2).
Aloni’s motivation for considering (69) is the following kind of reasoning:

(I) Ralph believes that the man with the brown hat is a spy.
(II) The man with the brown hat is Ortcutt.
(IIT) So Ralph believes of Ortcutt that he is a spy.

(IV) Ralph believes that the man seen on the beach is not a spy.
(V) The man seen on the beach is Ortcutt.
(VD) So Ralph does not believe of Ortcutt that he is a spy.

Aloni concludes that
(71) 3Z' (' =oA@S(z)) A3 (2 = o ANIS(2?))

should be satisfiable, which it is in her semantics. However, it seems to us to be a mistake to
conclude (VI) on the basis of (IV) and (V). Instead, by analogy with (I)-(III), one should conclude

(VI')  So Ralph believes of Ortcutt that he is not a spy.
Then we can express the compatibility of (IIT) and (VI') by the satisfiable sentence
(72) Fz1(z1 =0 AdS(z1)) AFz2(22 = 0 ND=S(22)).

This is not to say, however, that there are not other good motivations for the more general semantics.
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to multi-agent epistemic logic is a matter of subscripting operators and relations by
agent labels. We will take a different approach in two ways. First, instead of intro-
ducing many doxastic operators, we will introduce many “point of view” operators.
Second, instead of subscripting these operators with agent labels, we will subscript
them by ferms of our language, so that agents will be individuals in our domain.*?

Definition 12 (Multi-Agent Language). Given the same sets of basic symbols as
in Definition 1, the multi-agent language is generated by the grammar (i, k € N):

= ni|xi

¢ = Qf(tr,-...0) [t =1"[P(t,r1) | ~@ | (9 A @) | Do | Do | Vxip | Vrigp | pov, .
The only addition are the “point of view” operators pov,, with the intended reading:

pov,@ “from the point of view of ¢, ¢”
(or more technically, “centering on ¢, ¢”).

The unsubscripted P predicate and [4] operator can now be read as:

P(t,r;)  “t plays role r; (for the agent at the center)”;
o “it is doxastically necessary (for the agent at the center) that ¢.”

Thus, pov,[dlg indicates that for individual t, it is doxastically necessary that ¢; and
pov,P(¢',r;) indicates that for individual t, t' plays role r;.>3 Note that allowing vari-
ables to occur as subscripts of the point of view operators significantly increases the
language’s expressive power, since these variables may then be bound by quanti-
fiers. As a simple example, in this framework (as in those of Grove 1995 and Fitting
et al 2001) one can express the likes of “someone believes @,” using 3x pov,[d .

Definition 13 (Multi-Agent Model). A multi-agent constant domain model for the
language of Definition 12 is a tuple .# = (W,R,,Ry,D,F,V) such that:

e W, R,, D, and V are as in Definition 2;
e R, is a binary relation on W x D;
e F is a set of partial functions from W x D to D.

The only difference between these models and those of Definition 2 is that the dox-
astic relation Ry and role functions in F now apply to Lewis’s (1979) “centered
worlds,” which are pairs of a possible world and an individual—the center.>* For
the doxastic relation, given any w,w’ € W and c,¢’ € D, we take (w,c)R; (W', ') to

32 Thus, we have a term-modal logic in the sense of Fitting et al 2001.

33 In English, to say “from the point of view of ¢, ¢,” might suggest that ¢ believes ¢, but this it not
the intended reading of pov, @, as its formal truth definition below makes clear.

3 While we take a centered world to be any element of W x D, one may wish to only admit pairs
(w,c) such that ¢ is an agent (in some distinguished set Agr C D) and ¢ exists in w (using the
existence predicate of §3, ¢ € V(E,w)), but for simplicity we do not make these assumptions here.
Also for simplicity, we are not putting explicit times into the centered worlds. Adding a temporal
dimension to our framework would expand its range of application to further interesting issues.
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mean that it is compatible with individual c’s beliefs in w that she is individual ¢’
in w' (as in Stalnaker 2010, 70), allowing an agent to have uncertainty both about
the world and about her own identity. Since the relevant agent is given by the center
¢ of the first centered world (w,c), we only need one Ry relation to represent the
beliefs of multiple agents. Finally, for the roles, given any f € F,w € W, and ¢ € D,
we take f(w,c) to be the object that plays role f in world w for the individual c.

A variable assignment 1 now maps role variables r; to elements of F.

Definition 14 (Truth). Given a multi-agent model .#Z, w € W, ¢ € D, assignment
U, and formula @, define .#,w,c =, @ as follows (with other clauses as in Def. 5):

M w,clEy P(t,r;) iff p(r;) is defined at (w,c) and [t] 7 .y = 1(r;)(w,c);
M ,w,cEy [de iff forall w' € W,if wR,w' then .4, w',c Ey ;
Mow,cEy e iff forallw e W, € D, if (w,c)Rg(W,¢’)

then .#,w',c E, @;
M w,cEypov,@ it A w [t g Fu @

Hence pov, can be thought of as a “center shifting” operator. Like the similar @ op-
erators of hybrid logic (see Areces and ten Cate 2006), the pov, operators are normal
modal operators validating the K axiom (pov,(¢ — y) — (pov,¢ — pov,y)) and
necessitation rule (if ¢ is valid, so is pov, @), plus self-duality (pov, ¢ <> —pov,—@).
One can define the agent-indexed @, ¢ := pov,[d¢ and P, (', r;) := pov,P(¢', r;), but
there are logical reasons not to take these defined operators as primitive.>

Let us begin by analyzing Perry’s (1977) case of the man Heimson who believes
he is Hume, with an added twist of “double vision.” Suppose that Hume plays two
roles in Heimson'’s life: first, Hume is the author of the books labeled ‘David Hume’
on Heimson’s shelf, a role we will assign to the role variable r, (for author); second,
Hume is a pen pal of Heimson’s (here taken to be a contemporary of Hume) who
signs his letters with the name ‘D.H.’, a role we will assign to r,, (for pen pal).
Finally, Heimson is the person who Heimson finds out about by introspection, pro-
prioception, etc., playing the self-role that we will assign to ry,; f.36 The catch is that
Heimson is confused about his own identity in such a way that we can say:

(73) Heimson believes that he is Hume and that D.H. lives far away.

We can formalize (73) as follows:>’

35 By the truth definition, we have .#,w,c F, @, iff for all w € W, ¢ € D, if
W, [t]z7,w,u)Ra (W', ), then . ,w',c’ =, @. The problem with taking the [d; operators as primi-
tive instead of [d is that we would then lose important results of modal correspondence theory. For
example, requiring that R; be reflexive (thinking of it now as an epistemic accessibility relation)
would not guarantee the validity of [d,; ¢ — ¢, since the reflexivity of R; would not guarantee that
(W, [t].,w,u)Ra{w,c). But reflexivity would guarantee the validity of [@¢ — ¢, as desired.

36 One may want to define the self-role such that for all worlds w and agents ¢, fi.;r(w,c) = c.

37 A similar analysis applies to other well-known problems in the theory of reference, such as
Castafieda’s (1966) puzzle about the first person. Surely through most of his life after 1884, Samuel
Clemens believed that he wrote Huckelberry Finn. But one can imagine that in his dotage, Clemens
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(77) POVH imson [P(Heimson7 rseif) NP(Hume,ry) NP(D.H.,1rpp) A\
[@3x3y3z(P(x, 7se1r) APy, 7a) AP (2,7pp) ANx = y/\FA(z))].

Let us now see how this framework allows us to analyze multi-agent belief as-
criptions. Building on Example 1 from §4.3, suppose that the registrar is looking at
Egbert and gathers from Egbert’s grin that he thinks there is a fish on the hook:

(78) The registrar believes that Egbert believes there is a fish on the hook.
Where r; is assigned the role of being the person seen, we can translate (78) as:
(79) POV, egistrar [P(Egbert,ry) Nd3xy (P(x2,r5) Apov,, d3x3sFOH (x3))]
We take it that (78) entails:

(80) The registrar believes that someone believes there is a fish on the hook.
With a de re reading, we formalize (80) as

(81) POV pgistrar X137 [P(x1,7) AldIxy (P(x2,7) A pov,, [dIx3sFOH (x3))].

Many other interesting multi-agent belief ascriptions can be handled in this way.
Let us look at one more famous example, due to Mark Richard (1983). A man m
sees a woman w in a phone booth. As he watches her from his office window, he
sees that an out-of-control steamroller is headed toward the phone booth. He waves
wildly to warn her. At the same time, he is talking on the phone to a friend. She
tells him of a strange man who is waving wildly to her, apparently believing she is
in danger. Of course, unknown to m, he is talking to the very woman he his seeing,
without realizing it. In this case, m might tell w over the phone, “I believe you are not
in danger,” while at the same time agreeing with her that “The man waving at you
believes you are in danger.” How is this coherent? The answer from Crimmins and
Perry (1989) is that the choice of words in the subject position of the belief reports
(‘I’ or ‘the man waving at you’) can affect what is the relevant role via which the
subject is said to believe something of the object: the first belief attribution is true
iff m believes of w via the role rponeq that she is not in danger, while the second

held a copy of the book in his hand, saw that it was written by Mark Twain, but couldn’t remember
that “Mark Twain’ had been his pseudonym and had no inclination to say “I wrote this.” Castafieda
made the point, with many similar examples, that even in the latter case, we could say

(74) Samuel Clemens believes that he wrote Huckelberry Finn.

since he is Mark Twain, and he believes that Mark Twain wrote Huckelberry Finn. However, in the
sense in which it was true through much of his life that he believed he wrote Huckelberry Finn, at
this moment late in his life, it is not. There is a reading of (74) on which it is false.

In the case we are imagining, Samuel Clemens plays (at least) two roles in Samuel Clemens’
life, the self-role ry,; and the role ryr of being the source of the ‘Mark Twain’ name-network
that is exploited by the use of that name on the book he holds in his hands. Given this, we can
distinguish between the two readings of (74), the first false and the second true, as follows:

(75) POV sumue [P (Samuel, Fyelf) N x(P(x, rgerp) A Wrote(x,HF))];
(76) POVgumuer [P (Samuel, ryr) A 3x(P(x,ryyr) AWrote(x, HF))].
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is true iff m believes of w via the role r.e, that she is in danger. Mapping variables
T phoned @d T'seen tO these roles, we can describe m’s doxastic state as follows:

(82) pov,, [P(w, Fphoned) NA3x1 (P (X1, 7 phonea) N ~InDanger(x ))} ;
(83) pov,, [P(w, Fseen) N d3x1 (P (X1, Fseen) A InDanger(x) ))] ;
(84) pov,, [P(w, Fphoned) /\[d3x; (P(x1 s Tphoned) N\ ~InDanger(x1) A\
Jlx (WavingAt (2x2,x1) A
pov,, [P(xl yTseen) N [dTAx3 (P (X3, Fseen) A InDanger(x3) )] ) )] .

We leave it to the reader to further explore the possibilities for formalizing multi-
agent belief ascriptions in this framework. We also leave it to future work to inves-
tigate the differences between FOIL and the logic over our multi-agent models.

7 Conclusion

We began this paper with the idea that epistemic predicate logic faces a problem
that alethic predicate logic does not: the problem of the cognitive fix. As we saw,
this problem requires a different solution than the solution, based on modally loyal
names, to the problems that Quine raised for alethic predicate logic. However, we
have argued that the solution to the problem of the cognitive fix is not to treat names,
worlds, or individuals differently in epistemic logic than in alethic logic. The solu-
tion does not require giving up what we called the Conservative Approach.

Instead, the solution requires giving up the idea that translating belief ascriptions
into modal logic follows the simple pattern of translating necessity claims, what
we called the Complement = Operand Hypothesis. We argued for an alternative
approach to formalizing belief reports, based on making explicit the unarticulated
constituents of such reports. Taking these unarticulated constituents to be the roles
that the objects of belief play in the cognitive life of the believer, we carried out the
formalizations in a version of Fitting’s First-Order Intensional Logic. We applied
the idea of agent-relative roles to the Hintikka-Kripke Problem for alethic-epistemic
logic, to quantification into epistemic contexts, and to multi-agent belief ascriptions.

The move from individual concepts to agent-relative roles also opens up new
ways of thinking about the dynamics of knowledge and belief. One can easily add
to our framework the basic machinery of dynamic epistemic logic (van Benthem,
2011): when an agent learns ¢, update the model by cutting doxastic/epistemic ac-
cessibility links to —=¢-worlds. But now we can consider not only the dynamics of
the relations, but also the dynamics of roles. When an agent makes an observation
of the world, it is not just that she receives information that rules out epistemic pos-
sibilities; in addition, the objects that she observes come to play various roles in her
cognitive life, making it possible for her to have new thoughts about those objects.
A dynamic epistemic predicate logic that allows the accessibility relations R; to
change should not freeze the set F' of functions in place. While Fregean senses may
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be static, agent-relative roles are not. Perhaps it is not only the dynamics of ruling
out, but also the dynamics of roles that belongs on the agenda of logical dynamics.
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